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Abstract—The recent trend of large language models (LLMs) is to increase the scale of both model size (a.k.a the number of
parameters) and dataset to achieve better generative ability, which is definitely proved by a lot of work such as the famous GPT and
Llama. However, large models often involve massive computational costs, and practical applications cannot afford such high prices.
However, the method of constructing a strong model architecture for LLMs is rarely discussed. We first analyze the state-of-the-art
language model architectures and observe the feature collapse problem. Based on the theoretical analysis, we propose that the
nonlinearity is also very important for language models, which is usually studied in convolutional neural networks for vision tasks. The
series informed activation function is then introduced with tiny calculations that can be ignored, and an augmented shortcut is further
used to enhance the model nonlinearity. We then demonstrate that the proposed approach is significantly effective for enhancing the
model nonlinearity through carefully designed ablations; thus, we present a new efficient model architecture for establishing modern,
namely, PanGu-=. Experiments are then conducted using the same dataset and training strategy to compare PanGu-= with
state-of-the-art LLMs. The results show that PanGu-7-7B can achieve a comparable performance to that of benchmarks with about
10% inference speed-up, and PanGu-7-1B can achieve state-of-the-art performance in terms of accuracy and efficiency. In addition,

we have deployed PanGu-=-7B in the high-value domains of finance and law, developing an LLM named YunShan for practical
application. The results show that YunShan can surpass other models with similar scales on benchmarks.

Index Terms—Transformer, Large Language Model, Nonlinearity, Network Architecture, Finance, Law.

1 INTRODUCTION

ARGE language models (LLMs) have significantly evolved
Land are capable of a wide range of NLP tasks such as ma-
chine translation, text summarization, and dialogue. Following the
scaling law [1], a series of studies confirm significantly improved
performances and emergent abilities [2] on downstream tasks by
scaling up the model size and the data size, e.g., GPT-3 with 175B
parameters [3] and PalLM with 540B parameters [4]. Recently, a
remarkable innovation, ChatGPT, was introduced with the ability
to interact with humans in a conversational way. The success of
ChatGPT is attributed to pre-training on extensive textual data and
fine-tuning with alignment to human preferences. This paradigm
has a profound impact on subsequent research and real-world
applications [5], [6]. The emergence of ChatGPT has inspired
the community to develop more excellent large models, including
LLaMA [7], ChatGLM [8], and Baichuan [9], which in turn drive
the vigorous development of the LLM field.

In addition to general-purpose LLMs, high-value domain-
specific large models are also being extensively researched to
promote the implementation and practical application of LLMs.
For example, LaWGPT [10] enhances the fundamental semantic
understanding in the field of law with a specialized legal vocab-
ulary and extensive pre-training on a large-scale Chinese legal
corpus. FinGPT [11] develops an open-source LLM in a data-
centric approach. Huatuo [12] builds a Chinese medical instruction
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fine-tuning dataset and enhances its performance in question-
answering within the medical field. As shown in Figure 1, our
analysis of the industry distribution of domain-specialized LLMs
reveals that those in the finance and law domains attract the most
attention due to their widespread demand and commercial value.

The Transformer model introduced in 2017 [13] is the foun-
dational architecture for many LLMs. The core components of the
Transformer model include the multi-head self-attention (MSA)
and the feed-forward network (FFN). MSA computes attention
scores for each token in the input sequence with respect to all other
tokens, capturing relationships and dependencies. FFN is per-
formed on each token separately which provides more nonlinear
transformation and model capacity. Transformer architectures are
utilized to build encoder (e.g., BERT) and decoder (e.g., GPT-2)
for NLP tasks. In LLM, decoder-only architecture is widely used
by predicting the next token with the context information [3], [5].
Beyond the standard Transformer architecture, a series of studies
have explored architecture modification (especially MSA [14],
[15] or FEN [4], [7]) seeking better performance. PaLM [4] and
LLaMA [7] use SwiGLU-based FFN [16] which consists of the
component-wise product of two linear layers, showing signifi-
cantly increased generation quality. RWKYV (Receptance Weighted
Key Value) [14] proposes an RNN-style attention mechanism
to alleviate the quadratic complexity in standard MSA. Switch
Transformer [17] allocates different parameters for each input
example and results in a sparsely-activated model.

The development of an excellent LLM is a complex system
engineering, which includes data preparation, data cleaning, model
architecture, cluster commutation, and optimizer. The model ar-
chitecture design is one of the most important components and
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Fig. 1: Statistics of domain specialized LLMs. The general LLMs face challenges in supporting industry applications, leading to a
growing emphasis on domain specialized LLMs. Among them, the fields of finance and law are particularly active.

determines the maximum performance potential of the deployed
LLM. Among the recent projects in 2022-2023, the popular
versions that are often used for secondary development are GPT-
3 [3] and LLaMA [7]. By inheriting the observations and analysis
of our previous work [18], we find that the feature collapse
problem also affects the expressive power of these well-designed
Transformer architectures. Taking LLaMA as an example, we
empirically analyze its feature collapse phenomenon using the
rank metric [19]. The feature rank diminishes significantly in
deeper layers, leading to a greater similarity among all tokens.
This greatly degrades the generation quality and diversity of
LLMs. We also theoretically analyze the feature collapse problem
in Transformer architecture (details in Section 3). Through theo-
retical analysis, we have discovered that nonlinearity significantly
impacts the capabilities of the Transformer model. Enhancing
nonlinearity can effectively mitigate the issue of feature collapse
and improve the expressive power of the Transformer model. We
intend to construct stronger LLM architectures by approaching
them from a nonlinear perspective.

In this paper, we introduce a new architecture for LLMs to
address the feature collapse problem via nonlinearity compensa-
tion, named PanGu-7. We introduce more nonlinearity from two
approaches in both FFN and MSA modules without significant
increasing the model complexity. First, the series-based activation
function with multiple learnable affine transformation is equipped
in FEN, which can effectively enhance the nonlinearity of the
entire network with negligible calculations. Then, the augmented
shortcut is paralleled with the main branch of each MSA module
to eschew the rank collapse. To maintain the model efficiency, we
carefully refine the augmented shortcut operation with hardware-
friendly operations. The enhanced PanGu-m architectures (see
Figure 2) are constructed with both the series activation-based
FFN and shortcut-augmented MSA. We also prove that the super-
position of these two operations can enhance nonlinear compen-
sation. We build two versions of PanGu-7 with different model
sizes, i.e., PanGu-m-7B and PanGu-7-1B. By training on a large-
scale corpus, our PanGu-7 models obtain general language ability
on downstream tasks. Through carefully designed ablations, we
demonstrate that the proposed approach can effectively enhance
the model nonlinearity and alleviate feature collapse. Thus, with
the same scale of parameters, we can achieve a substantial ef-
ficiency gain via the two new modules. Extensive experiments
on various NLP tasks are evaluated to compare with state-of-

the-art LLMs. In a scenario with similar model size, PanGu-7
models can achieve better performance in terms of both accuracy
and efficiency. In addition to the foundational abilities, we have
deployed PanGu-7-7B in the high-value domains of finance and
law, developing a specialized LLM named YunShan for practical
application. Extensive evaluations of finance and law benchmarks
also show that YunShan surpasses other state-of-the-art models
with similar scales.

This work introduces a new LLM network architecture (i.e.,
PanGu-7) with extensive experiments and theoretical analysis
with some of the ideas borrowed from our preliminary works
published on NeurIPS 2023 [20] and NeurIPS 2021 [18]. This
present work makes the following significant contributions. First,
the previous two papers, one involving the construction of a CNN
backbone [20] and the other focusing on vision Transformers [18],
have laid a foundation that this paper seeks to extend within
LLMs. We achieved commendable results in this endeavor, and
extensive experiments have validated the effectiveness of our
methods. Second, the previous two papers analyzed the network
design subject from distinct perspectives. In our current study,
the two works are theoretically integrated and essentially address
the same critical issue from a unified standpoint in the LLM
domain. Third, we organically adapted series activation to FFN
and integrated augmented shortcuts into MSA. These two compo-
nents are complementary to each other and effectively introduce
more nonlinearity into the Transformer architecture. Fourth, we
developed the PanGu-7 foundation models by large-scale training
and fine-tuning (SFT), which achieved state-of-the-art results in
general NLP tasks for a similar model size. In addition, we extend
PanGu-7 to finance and legal domains by transfer learning and
obtain excellent performance on these downstream tasks.

The rest of this paper is organized as follows. Section 2
reviews related work in the field of Transformer architectures
for building LLMs and the related hotspot applications. Section 3
provides a theoretical analysis of the feature collapse problem and
the nonlinear capabilities of existing Transformer architectures.
Section 4 introduces a nonlinear enhancement strategy based on
the series activation function and augmented shortcut. Section
5 details the data, training strategies, and experimental results
of the PanGu- 7 architecture with two models with important
parameter scales, i.e., PanGu-7-7B and PanGu-7-1B. In Section 6,
the PanGu-7 architecture is deployed in the high-value domains
of finance and law, developing the YunShan LLM for practical
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Fig. 2: The diagram of the proposed PanGu-m architecture. The series activation function is adapted to FFN, and the augmented
shortcuts are integrated into MSA, which effectively introduces more nonlinearity into the Transformer architecture.

application. Extensive evaluations of finance and law benchmarks
also show that YunShan surpasses other state-of-the-art models
with similar scales. Section 7 concludes the entire paper and
discusses future works.

2 RELATED WORKS

In this section, we first summarize the recent representative works
in the field of LLMs. We then review the classical works for
enhancing Transformer architectures. Lastly, we investigate the
domain-specific large language models, especially in finance and
law.

21 LLMs

With the emergence of ChatGPT [21] from OpenAl, LLMs with
billions of parameters achieved astounding performance on var-
ious natural language processing tasks. Subsequently, the latest
GPT-4 [22] pushed the generalization capabilities of LLMs to a
new level. However, the proliferation of GPT-series models is ac-
companied by a strict commercial orientation that is not conducive
to a thriving open source community. The representative work of
democratic LLMs is LLaMA [23], a collection of open-source
foundation language models ranging from 7B to 65B parameters.
Later, a more elaborate model LLaMA?2 [24] is introduced, ap-
pearing to be on par with some closed-source models [21] based
on human evaluations. Since its release, LLaMA has attracted
extensive attention from the academia and industry. Subsequent
efforts have been based on LLaMA by either instruction tuning or
continual pre-training. Stanford Alpaca [25] is the first LLaMA-
based chatbot fine-tuned with 52K instruction-following samples
generated by the self-instruct method [26]. Vicuna [27] also
fine-tunes LLaMA with user-shared conversations collected from
ShareGPT [28]. In addition to the language models geared toward
English-dominant applications, multilingual language models are
also thriving. InternL.M [29] presents a multilingual foundational
language model pre-trained on a large corpus with 1.6T tokens
with a multi-phase progressive process. Baichuan2 [9] introduces
a series of large-scale multilingual language models containing
7 billion and 13 billion parameters. PanGu-. [30] extends the
dense Transformer model to a sparse one with Random Routed
Experts. Qwen [31] introduces a comprehensive language model
series that encompasses distinct models with varying parameter

counts. Skywork [32] presents 13B LLMs trained on a corpus
drawn from both English and Chinese texts with a two-stage
training methodology.

2.2 Enhanced Transformer Architectures

While Transformer architectures have gained significant promi-
nence in LLMs recently, there continues to be a surge of interest in
their effective utilization in diverse domains, including computer
vision tasks. In light of this, we review classical works dedicated
to enhancing Transformer structures, with a particular focus on
augmenting model nonlinearity and efficiency.

Natural language processing domain. The conventional self-
attention mechanism, with quadratic computational complexity,
poses challenges for handling long input sequences during train-
ing and inference. To mitigate this, various structural priors on
attention, including sparsity [33], [34], [35], [36], [37] and linear
attention [15], [38], have been proposed. Notably, Reformer [39]
employs locality-sensitive hashing to approximate full attention.
Longformer [40] integrates local windowed attention with task-
motivated global attention. Models such as GPT-3[41] incorpo-
rate locally banded sparse attention methods, such as Factorized
Attention [34]. There are also works focusing on replacing the
attention module by incorporating recurrent models [42], [43],
[44]. Hyena [45] trained a recurrence of gating units and implicitly
parametrized long convolutions, which serves as an attention-free
drop-in replacement for the traditional Transformer architecture.
RWKYV [46] replaced the quadratic QK attention with a scalar
formulation that has linear cost. RetNet [44] theoretically derived
the connection between recurrence and attention and proposed
the retention mechanism for sequence modeling. There are also
efficient enhancements focused on the Feed-Forward Network
(FFN). Mixture-of-Experts (MoE) [47], [17], [48], [49], [50]
has demonstrated effectiveness in the pre-training of LLMs. In
addition to MoE, PaLM [51] and LLaMA [23] leverage the
SwiGLU activation for original FFN intermediate activations. This
choice is grounded in the observation that SwiGLU activations,
as demonstrated in compute-equivalent experiments [52], substan-
tially enhance quality compared to standard activation functions
like ReLLU, GeLLU, or Swish.

Computer vision domain. PVT [53] and Swin [54] uti-
lize hierarchical structures across multiple stages, overcoming



challenges posed by the original isotropic ViT [55] for diverse
computer vision tasks. Ongoing research focuses on refining local
information processing [56], [57], [58], [59], [60], [61], [62],
simplifying attention mechanisms [63], [64], [65], and exploring
alternative modules [66], [67], [68], [69], [70], [71]. For example,
T2T-ViT [72] reduces token length through iterative aggregation,
whereas TNT [62] captures local information by dividing ViT’s
patches. Swin [54] and Cswin [73] introduce local attention within
a window and shifted window partitioning for cross-window
connections. GFnet [74] employs Fast Fourier Transform for token
mixing. Architectures like ResMLP [75] and MLP-Mixer [76],
solely rely on multi-layer perceptrons (MLPs), excluding convo-
lutions or self-attention mechanisms.

2.3 LLMs for Finance and Law

In addition to the LLMs towards general purpose, the domain-
specific models that are more capable of generating applied value
are receiving increasing attention, with finance and law being the
most representative.

Financial LLMs. Wu et al.propose the first proprietary LLM
with 50 billion parameters specialized for the financial domain,
i.e.BloombergGPT [77], which is a decoder-only causal language
model based on BLOOM [78]. The proposed training strategy
of mixing domain-specific and general-purpose data results in a
balanced performance in both domains. Unlike the proprietary
BloombergGPT, FinGPT [79], [80] takes a data-centric approach
and presents an open-source LLM to researchers and practi-
tioners. It exhibits promise in financial tasks such as sentiment
classification, quantitative trading and financial fraud detection.
PIXIU [81] has created a large-scale multi-task instruction dataset
by manually reworking open-sourced datasets [82]. A financial
LLM called FinMA is then introduced by fine-tuning LLaMA with
the constructed instruction dataset. The comprehensive evaluation
results including financial NLP and prediction tasks uncover the
strengths and weaknesses of various LLMs when handling differ-
ent financial tasks. To address the lack of open-sourced models
specifically designed for Chinese finance, Zhang et al.introduce
XUANYUAN 2.0 [83], built upon the BLOOM [78] architecture.
To mitigate catastrophic forgetting, the hybrid-tuning strategy that
combines the stages of pre-training and fine-tuning is proposed.
By appropriately mixing the general and financial corpus in pre-
training and fine-tuning, XUANYUAN 2.0 achieves impressive
performance in both the general domain and financial domain.
Chen et alpropose a financial LLM DISC-FinLLM [84] by
multiple experts fine-tuning the framework based on Baichuan-
13B [85]. Experimental results on multiple evaluation benchmarks
demonstrate its promising performance.

Legal LLMs. The legal sector is another area that is sig-
nificantly benefitting from the advancement of LLMs. BaoLuo
and Lychee [86], [87] are lawyer assistants developed by fine-
tuning Chinese legal domain QA datasets. AI Lawyer [88] applies
Active Learning to alleviate the problem of limited supervised data
volume in the legal domain. FedJudge [89] focuses on the privacy
of legal data and adopts Federated Learning [90] during instruc-
tion tuning, it also utilizes Continual Learning [91] to mitigate
the issue of data distribution shifts. HanFei, LaWGPT, Lawyer-
llama, WisdomlInterrogatory, and Fuzi.Mingcha [92], [10], [93],
[94], [95] undergo a two-phase training process: further pre-
training with unsupervised legal corpus to enhance the seman-
tic understanding ability in the legal field and then supervised
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training with corresponding datasets. HanFei [92] is the first
legal LLM in China fully trained with 7B parameters and sup-
ports multi-turn dialogue, LaWGPT [10] expands the vocabu-
lary by adding specific legal domain terms, Lawyer-llama [93]
has experimented with different data permutations and training
sequences during its instruction tuning phase. During inference
time, LawGPT_zh(XieZhi), LexiLaw, ChatLaw, Lawyer-llama,
Fuzi.Mingcha and DISC-LawLLM [96], [97], [98], [93], [95],
[99] introduce a retrieval module to ensure that a definite legal
document in the knowledge base supports the response. Addi-
tionally, ChatLaw [98] also involves a Keyword model for key
information extraction to reduce the ambiguity of user queries.
Fuzi.Mingcha [95] enables the LLM to use syllogistic reasoning
to arrive at verdict predictions by training the LLM on a self-
constructed dataset.

3 PRELIMINARIES AND MOTIVATION

In this section, we commence by dissecting the foundational
architecture of the Transformer model, introducing a metric of
nonlinearity to articulate its capabilities. Subsequently, we delve
into an analysis of the Transformer architecture’s components
— the multi-head self-attention and the multi-layer perceptrons
modules — scrutinizing their nonlinear expressive capability. This
exploration also brings to light the limitations inherent in the
current incarnations of Transformer architectures.

Recognized for the Transformer’s suitability for parallel com-
puting and the inherent complexity of its model, the Transformer
has demonstrated superior precision and performance compared
to the widely adopted RNN recurrent neural network. The Trans-
former architecture consists of two parts: the multi-head self-
attention and the multi-layer perceptrons modules.

The multi-head attention module is a fundamental component
of the Transformer architecture. An MSA module with H heads
is defined as

MSA(Z;) = Concat([A;, ZWE L YW,

1
lell,2,--,1], )

where Z; € RV X4 is the feature of the I-th MSA layer, A;, €
RNXN and W}y € R¥*(@/H) are the corresponding attention
map and value projection matrix in the h-th head, respectively.
Concat(-) denotes the concatenating for features of the H heads
and Wp? ¢ R%*? is the output projection matrix. The attention
matrix A;p, is calculated by the self-attention mechanism, i.e.,

<ZzWﬂL><zlm’z>T>

)
Vd
where W} € REX(d/H) gapd Wk e R4¥(d/H) are the query and
value projection matrices, respectively. Attention A;y, reflects the
relation between different tokens, and a larger value Aﬂb indicate

that token ¢ and token j have a stronger relationship.
An MLP module is defined as

MLP(ZZI) = U(Z;mll)m;a le [172a e 7L]7 (3)

Ay, = softmax (

where Zl’ € RV*d i the features of the I-th MLP layer ,
W/ and W/ € R?*¢ are the weight matrixs.

One of the paramount capabilities of neural networks is
their nonlinear expressive capability. The higher the degree of
nonlinearity, the more complex the function space the network
can approximate, resulting in enhanced accuracy. In traditional



Convolutional Neural Networks (CNNs), nonlinearity is primarily
imparted by activation functions. However, in the Transformer
architectures, the sources of nonlinearity are twofold: the self-
attention mechanisms and the activation functions within the
Multi-Layer Perceptrons (MLP). Hence, our analysis separately
scrutinizes the nonlinear expressive capabilities of both self-
attention and the MLP within the Transformer framework.

Define M,,, := {Y e RV*™Y =1z" " € R'*™} asa
subspace in RNV*™ where 1 = [1,1,..., 1]T € RV*1 n is the
number of tokens and d is the dimension of token representation.
We define the distance between matrix H € RYN*™ and M,,
as dy,, (H) := minyem,, ||[H — Y|, where || - || is the
Frobenius norm. da4,,(Z;) [100] is a commonly used metric
to measure the capability and nonlinearity of the Transformer
architecture. Next, we investigate the distance between Z; the
output of layer [ and subspace M.

We begin by examining the nonlinear expressive capabilities
of the self-attention modules. The self-attention matrix within the
Transformer can be intuitively likened to the normalized adjacency
matrix of a corresponding graph. Viewed through a graph perspec-
tive, the self-attention layer can be seen as equivalent to a Graph
Neural Network (GNN) operating on a fully connected graph
with normalized edge weights. Excessive self-attention layers
like GNN layers result in excessive smoothing, with node vector
representations tending to be the same, resulting in convergence
to a specific low-rank subspace for any given input.

The following theoretical analysis utilizes the formula of
the self-attention layer to shed light on the intricacies of this
phenomenon. We study how the self-attention layer converges
with low rank based on matrix projection. Our analysis involves
the definition of a subspace M characterized by a unique prop-
erty in which each row vector of its elements is the same. By
scrutinizing the behavior of the self-attention layer in relation
to matrix projection, we aim to unravel the underlying mecha-
nisms that drive the convergence of node vector representations
toward a specific low-rank subspace. This exploration is essential
for gaining deeper insights into the nuances of self-attention in
Transformers, shedding light on the intricacies of their functioning
and providing a theoretical foundation for potential enhancements
and optimizations.

Lemma 1. For self-attention matrix A € RN*N | any weight

matrix W € R>*™ any H, B € RN*%, oy, 00 > 0 and o is
the nonlinear Lipschitz continuous activation function, we have:

dpm,, (HW

dpm,(o(H)

de( 1H + asB

de (AH

< Sde(H )

< Ldm,(H),

<a de(H) + azdm, (B),
VAmaxda, (H),

where s is the largest singular value of W, Anax is the largest

eigenvalue of A" (I ")A and L is the Lipschitz constant of
activation function o (-).

)
)
)
)

IN

Applying the lemma 1 to the single-head self-attention layer,
we can obtain its low-rank attenuation.

Theorem 1. Given a model stacked by the MSA modules, the
diversity daq(Zy) of feature in the l-th layer can be bounded by
that of input data Zy, i.e.,

A, (AZW) < Vsvidum,(2Z).

5

where s > 0 is the largest element of all singular values of all W
and \ is the largest eigenvalue of all AT (I A for each
self-attention matrix A.

For the low-rank matrix projection of concat matrices, we have
the following lemma:

Lemma 2. For block matrix Hy, € RN*™ we have:

H

= Z de (H}L)Qa

h=1

iy, (Concat([HpJiLy))

Applying the theorem 1 and the lemma 2 to the formula 1, we
can see how the multi-headed self-attention layer decays layer by
layer into the low-rank space.

Theorem 2. Given a model stacked by the MSA modules, the
diversity daq(Z)) of feature in the l-th layer can be bounded by
that of input data Z, i.e.,

dm,(MSA(Z)) < VAHsvidm,(Z).
de(Zl) < (\/ﬁsvl)lde(Zo).

where H is number of heads, s > 0 is the largest element of all
singular values of all W, and vy is the largest element of all
singular values of all W,

Assume further that A is doubly stochastic (so that AT e = e)
with positive entries. Then by Perron-Frobenius theorem, AT A
has a maximum eigenvalue 1 with associated eigenvector e as
well. In this case, the matrix AT (I —ee')A = ATA —ee’
has a maximum eigenvalue \,,q, < 1.

VIH sv7 is usually smaller than 1, so the feature diversity
dpm,(Z;) decreases rapidly as the network depth increases. Re-
cursively, Z; will converge toward subspace Mg if VAHsvy < 1
and all representations are the same, resulting in over-smoothing.
In conclusion, the nonlinear expressive capabilities of the vanilla
self-attention module are limited.

We then focus on the Multi-Layer Perceptrons (MLP) of the
Transformer architecture.

Theorem 3. Given a model stacked by the MLP modules, the
diversity da,(Z]) of feature in the l-th layer can be bounded by
that of input data Z, i.e.,

de(MLP(Zl/)) < LSUQde(Zl/).
de(Zl/) < (LSUQ)lde(Z(/))'

where s > 0 is the largest element of all singular values of all
VVI’I, Vg is the largest element of all singular values of all VVZ’2
and L is the Lipschitz constant of activation function o (-).

The analysis from the prior proofs reveals that the diversity of
MLP modules is constituted by two elements: the eigenvalues of
parameters and the Lipschitz constant of the activation functions.
In neural networks, parameters are typically normalized, which
means the maximum eigenvalues of these parameters are bounded.
Furthermore, the parameters in a neural network are learned
through backpropagation. Given these factors, it becomes chal-
lenging to impose restrictions on the eigenvalues of parameters.
Consequently, the activation functions in the MLP emerge as the
most crucial aspect of their nonlinear expressive capabilities.
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4 PANGU-m MODULES AND ARCHITECTURES

In this section, we first propose the series informed activation
function to enhance the nonlinearity of the MLP module. Then, we
introduce the augmented shortcuts to improve MSA modules in the
Transformer architecture. Finally, we prove that the combination
of the two techniques results in a novel and stronger Transformer
model.

4.1 Augmented Shortcut

As discussed in Section 3, a pure attention suffer serve a feraure
collapse problem. The typical LLM architecture only equips each
MSA module with a single shortcut connection, which is an
identity projection and directly copies the input features to the
outputs. This simple formulation may not have enough represen-
tation capacity to improve the feature diversity maximally. We aim
to refine the existing shortcut connections in vision Transformers
and explore efficient but powerful augmented shortcuts to produce
visual features with higher diversity.

We propose augmented shortcuts to alleviate the feature col-
lapse problem by paralleling the original identity shortcut with
more parameterized projections. The MSA module equipped with
T augmented shortcuts can be formulated as:

T

AugMSA(Z)) = MSA(Z)) + Zi+ > Ti(Z; ©u:), @
=1

l € [1,27 7L]7

where 7;;(+) is the i-th augmented shortcut connection of the {-th
layer and ©; denotes its parameters. In addition to the original
shortcut, the augmented shortcuts provide more alternative paths
to bypass the attention mechanism. Different from the identity
projection that directly copies the input tokens to the corre-
sponding outputs, the parameterized projection 7;(-) transforms
input features into another feature space. Projections 7y;(+) will
apply different transformations to the input feature as long as
their weight matrices ©y; are different, and thus paralleling more
augmented shortcuts has the potential to enrich the feature space.

A simple formulation for 7j;(-) is the sequence of a linear
projection and an activation function i.e.,

Tii(Z1; ) = 0(Z,0y),

lel,---, L], 1€1,2,---,T], ©)

where ©;; € R%*? js the weight matrix and o is the nonlinear
activation function (e.g., GELU). In Eq. 5, T;;(+) tackles each
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token independently and preserves their specificity, which is
complementary to the MSA modules aggregating different tokens.
Note that the identity mapping is a special case of Eq. 5, i.e.,
o(x) = x and ©y; is the identity matrix.

This indicates that the upper bound of feature diversity
dm,(Z;) decreases dramatically as the network depth increases
without shortcut connections. We now analyze how the diversity
dam,(Z;) changes w.rt. the layer [ in the model stacked by the
AugMSA modules. We have the following theorem.

Theorem 4. Given a model stacked by the AugMSA modules, the
diversity dp,(Z;) of feature in the l-th layer can be bounded by
that of input data Z, i.e.,

T
dar, (AugMSA(Z)) < (VAHsv1 + 1+ 3 Ll|®u2)d, (20),

i=1

T
Ay (Z1) < (VAHsv1+ 1+ Y L|®u]l2) da, (Zo),

=1
where H is number of heads, s > 0 is the largest element of all
singular values of all Wy, and || - ||2 is the {2 norm of the matrix.

Since a; = (VAHsv1+14Y1 | L||©yi]|2) > 1, this allows
us to prevent feature collapse.

Compared with Theorem 2, the augmented shortcuts introduce
an extra term (VAH svy +1+ Y| L||©y;]|2)", which increases
exponentially. This tends to suppress the diversity decay incurred
by the attention mechanism. The term «; (0 < ¢ < ) is
determined by the norms of weight matrices ®;; of the augmented
shortcuts in the i-th layer, and the bound of diversity daq,(Z;) in
the [-th layer can be affected by all the augmented shortcuts in
the previous layers. For the ShortcutMSA module with only an
identity shortcut, we have «o; = VIH sv1 + 1. Adding more
augmented shortcuts can increase the magnitude of «;, which
further improves the bound.

As discussed above, paralleling multiple augmented shortcuts
with the MSA and MLP modules in a vision Transformer can
improve the feature diversity to achieve higher performance. How-
ever, directly implementing 7;;(-) (Eq. 5) involves a lot of matrix
multiplications that are computationally expensive. For example,
given feature Z; € R™*? and weight matrix ®;; € R¥>?, the
matrix multiplication Z;®;; consumes nd?> FLOPs, where d is
usually large in vision Transformers (e.g., 4096 in LLaMA-7B).
In [101], the augmented shortcut is implemented with a block-
circulant matrix, which realizes fast inference with fast Fourier
transformation (FFT). Even though it achieves high theoretical
acceleration, we empirically find that its practical speed depends
on the hardware optimization. Considering that LLM is a universal
model, we propose to implement the augmented shortcut with a
simpler bottleneck module. The module is constructed by stacking
two FC layers with a nonlinear activation function (e.g., GeLU).
The first FC layer reduces the d-dimension feature into a low-
dimension space by a reduction ratio r and the second FC layer
restores the original feature dimension. Then the computational
cost is reduced to 2nd?/r FLOPs . A larger r implies a further
decrease in the computational cost. For example, when the reduc-
tion ratio 7 is set to 32, the computational cost can be reduced by
16x compared to the original augmented shortcut (Eq. 5).

Obviously, shortcuts use a large weight identity branch, such as
AugMSA(Z;) = MSA(Z)) + aZl(EZT:l ©®,;) (where o > 0),
to prevent feature collapse, but this reduces network performance.
We theoretically analyze this because feature diversity daq,(Z;)



is adding excessive noise. The effect of noise on feature diver-
sity is usually false positive. For example, if H = 0, then
dam, (H) = 0. However, when the input matrix introduces a zero-
average noise €, then daq, (H + €) = ||e|lp > dam,(H) = 0.
This requires us to improve the diversity features and minimize
the impact of noise diversity on the network. This means reducing
the value of |daq, (AugMSA(Z; + €)) — da, (AugMSA(Z;))|
while ensuring that daq,(Z;) is not attenuated.

The following describes the definition of feature diversity
of noise. We consider the effect of noise on matrix projection

de(H)'

€ T
Ao, (H + €) = dpe, (H)| < e = et —28f) |r

min

<dpm,(€) = [[(I - eeTellr = |le — 1afy,  [|r < [e]lp.

For zero average noise, the following equation holds ee "€ =
0 € RMX4 5o that the above inequality is equal. Since
|y (f(H +€)) = dpa, (f(H))| < dpy (f(H +€) = f(H)).
We define daq, (f(H + €) — f(H)) to represent the diversity
effect of noise € on the f function whose input is H . The smaller
the value, the higher the robustness of the function f. For the
sake of simplicity and considering typical scenarios, the following
discussion assumes that the input noise € is zero average noise.

Lemma 3. We consider the impact of noise on the MSA module,
when H = 1. For a slight perturbation of the input €, the self-
attention matrix also produces a perturbation Ac = A + 6, i.e.,

da, (MSA(Z; + €) — MSA(Z)))

< \Prarssvillelr +VAssvida,(Z0),

where A\ a5 is the largest eigenvalue of AGT(I —ee' A, and
\s is the largest eigenvalue of & (I—ee')d, usually A\ays < 1
and \s < 1.

For the H heads MSA module, we can get the following
formula:

dpm,(MSA(Z; + €) — MSA(Z;))

<\/AagsHsvile|lr + VAsHsvida,(Z),

Lemma 4. We consider the noise diversity of linear parallel
branch:

dm, (L(Z) + €)®y; — LZ1©y;) < L||Oy2|l€ll 7,

Theorem 5. If and only if ee' (6(Z; + €) — 0(Z;)) = 0, the
following inequality is equal:

dpm,(Tii(Z1 + €, Ou) — Tii(Z1;©1))

< L]|@ulzlell -
For the nonlinear activation function, 0(Z; + €) — o(Z)) is
no longer guaranteed to be zero-average. Therefore, the noise

diversity of the nonlinear branch is weaker than that of the linear
branch:

A, (Tii(Zy + €,0) — Tii(Z1;04)) < L||©y;]|2 €] p-
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Theorem 6. Given a model stacked by the AugMSA modules, the
noise diversity of feature in the l-th layer can be bounded by the
following formula, i.e.,

dpm, (AugMSA(Z; + €) — AugMSA(Z)))

T
< (L4 /AatsHsvi + LD ||Ou2)llell r + vV As Hsvida, (Z:)

i=1
This indicates that using a large number of nonlinear shortcuts
instead of LZ;(ZiT:1 ©®,;) prevents feature collapse, reduces
the impact of input noise on feature diversity, and enhances
the robustness of the network. In addition, it also enhances the
nonlinear expression ability.

4.2 Series Informed Activation Function

A neural network Nz composed of d hidden layers can be regarded
as a composite of d functions f;: Ng = fr o foo---0 fg.
In particular, each hidden layer function f; can be written as
the composite of a function g; and an activation function o;:
fi = o0; o g;. Actually, the learning procedure of f; amounts
to an optimization problem over the layer hypothesis space [;.

Usually, ¢; is taken as a non-learnable function; therefore, in
the most common scenario, H; = o; X Hy,. g; is parameterized
and learnable, and belongs to a hypothesis space H,. This clearly
limits the learnable space.

In this section, we introduce a technique to define learnable
activation functions that could be plugged into all the hidden
layers of MLP. We define the hypothesis space Hy,, based on
the following idea: (i) select a finite set of activation functions
¥ := {01, -+ ,0n}, whose elements will be used as base
elements; (i) define the learnable activation function ¢; as a
linear combination of the elements of X:; (iii) identify a suitable
hypothesis space Hy,; (iv) optimize the whole network, where
the hypothesis space of each hidden layer is H; = Hy, x Hy,.
In this way, we expand the learnable space of each hidden layer,
enhancing the model’s nonlinear expression capability.

Several different activation functions have been proposed
for deep neural networks, including the most popular Rectified
Linear Unit (ReLU) and its variants (PReLU [102], GeLU [103]
and Swish [104]). They focus on enhancing the performance of
deep and complex networks using different activation functions.
However, as theoretically proven in the preceding section, the
limited power of Transformer architecture is mainly due to poor
nonlinearity, which has not been fully investigated by the existing
activation functions.

There are two ways to improve the nonlinearity of a neural
network: stacking the nonlinear activation layers or increasing
the nonlinearity of each activation layer. The trend of existing
networks is to choose the former, which results in high latency
when there is excessive parallel computation ability.

One straightforward idea to improve the nonlinearity of the
activation layer is stacking. The serial stacking of the activation
function is the key idea of deep networks. However, stacking
layers serially results in a large computation cost, which is not af-
fordable for developing an efficient and effective LLM. Therefore,
we choose concurrently stacking the activation function. Denote
there are n activation functions for input x in a neural network
as {o;(x)}"_,, which can be the usual functions such ReLU and
Tanh. The concurrent stacking of the activation functions can be
formulated as:

> oilai +b;), (7)
=1



where n denotes the number of stacked activation functions and
a;,b; are the scale and bias (which are learned parameters) of
each activation to prevent simple accumulation. The nonlinearity
of the activation function can be largely enhanced by concurrent
stacking. Equation 7 can be regarded as a series in mathematics,
which is the operation of adding many quantities.

Since the nonlinearity of the Transformer is mainly derived
from the feed-forward network (FFN), we apply the series in-
formed activation function on the FFN block. Given an input
feature z € RY*D where N and D are the number of tokens
and its hidden dimension, the original FFN can be formulated as

MLP(ZZ/) = O-(Zl/w/lll)u/l;ja le [172a e ;LL (8)

where VVl'1 and VVl'2 are two fully connected layers. Specifically,
to further enrich the approximation ability of the series, we
enable the series-based function to learn the global information by
varying the inputs from their neighbors, which can be reformulated
as:

SIAF-MLP(Z]) = () os(ZIW], )W}, , 1€ [1,2,--- L.

i=1

€))
It is easy to see that when n = 1, the series-based activation
function o5 (z) degenerates to the plain activation function o(x),
which means that the proposed method can be regarded as a
general extension of existing activation functions.

Theorem 7. Given a model stacked by the STAF —MLP modules,
the diversity dpq(Z]) of feature in the l-th layer can be bounded
by that of input data Z|, i.e.
n
dm, (SIAF — MLP(Z))) < (3 Li)svad,(Z)),
i=1

de(Zl/) < (SU2 Z Li)ld/\/ld(z(/))7

i=1
where L; is the Lipschitz constant of the activation function ;.

As demonstrated in our proof, the Series Informed Activation
Function (SIAF) we propose markedly amplifies the nonlinear
expressive capacity of the MLP module compared to the origi-
nal architecture. This enhancement in nonlinearity progressively
intensifies with the increase of the parameter n.

4.3 Combination

Finally, we offer the upper bounds for the combination of multi-
layer AugMSA module and STAF-MLP module to decay into sub-
space M 4. We can obtain the upper bounds for the combination of
multi-layer MSA module and MLP module to decay into subspace
M in vanilla Transformer architecture.

Theorem 8. Provide a network consisting of p-layer MSA module
and g-layer MLP module, the diversity d,(Zp+q) of feature in
the l-th layer can be bounded by that of input data Z, i.e.,

dmy(Zptq) < (VAHSsv1)P(Lsve)¥dpm, (Zp).  (10)

It is evident that the original Transformer architecture pos-
sesses a relatively limited upper bound in terms of nonlinear
expressive capability. Building upon this observation, we now pro-
ceed to analyze the enhanced expressive power of the Transformer
when augmented with our proposed architectural modifications.
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Theorem 9. Provide a network consisting of p-layer AugMSA
module and g-layer SIAF-MLP module, the diversity da,(Zp+q)
of feature in the l-th layer can be bounded by that of input data
Zo, i.e.,

dm,(Z)

T n
< (VAHsvr + 1+ Y LI®yll2)"(sv2 > Li)da, (2)).
i=1 i=1
The preceding theorem substantiates that our proposed aug-
mented shortcut module, when used in conjunction with the
series informed activation function module, enhances the model’s
nonlinear expressive capabilities and diversity far beyond what is
achievable by using either module independently. Consequently,
our Transformer architecture amalgamates these two modules to
form our PanGu-7 architecture, resulting in a synergistic improve-
ment in nonlinearity and diversity.

5 EXPERIMENTS ON GENERAL FIELD

In this section, we compare the existing open-source 7B and 1B
models. Furthermore, we conduct ablation studies of the proposed
architecture.

Training data The pre-training data is gathered from diverse
sources from the Internet, covering English and Chinese corpus in
an equal 1 : 1 ratio. The tokenizer is built by byte-pair encoding
(BPE) [105] from SentencePiece [106] upon our data. The final
vocabulary size is about 0.1 million. After tokenization, the entire
training dataset contains about 1.6 trillion tokens.

Training details Our models are trained using the AdamW
optimizer [107] with 5; = 0.9, 82 = 0.95 for 1 epoch utilizing
the cosine learning rate decay [108] with an initial learning
rate 3 x 1074, The total batch size for the training process is
approximately 4M, and it includes a warm-up phase spanning
4000 steps.

Model details For fair comparison, we adopt the pre-
normalization [109], SwWiGLU activation [52] and rotary embed-
dings [110] following the LLaMA architecture [23]. We then apply
our series activation function and augmented shortcuts to build our
models. The details of the models can be found in Table 1. We
reduce the number of layers to make the number of parameters
similar to the LLaMA model for fair comparison because the
proposed modules introduce extra parameters.

Training Devices We use the Huawei Ascend 910A card
to train and evaluate the proposed architecture. The HUAWEI
Ascend 910A is a high-efficiency, flexible, and programmable
artificial intelligence processor. For half-precision floating-point
(FP16) operations, the Ascend 910 delivers 256 TeraFLOPS. For
integer precision calculations (INTS), it delivers 512 TeraOPS. De-
spite its unparalleled performance, Ascend 910’s maximum power
consumption is only 310W, which is significantly lower than
its planned specifications of 350W. Developed using Huawei’s
proprietary Da Vinci architecture, it integrates a rich array of
computing units, enhancing the completeness and efficiency of Al
computations, thereby extending its applicability. It significantly
improves the performance of the entire Al system and effectively
reduces deployment costs.

Benchmarks We use the OpenCompass platform [111] to
evaluate on an extensive suite of downstream tasks. We selected
11 classical benchmarks from four different domains to conduct



TABLE 1: Model details of PanGu-7.

Models | dimension | nheads | n layers
PanGu-7-1B 2048 16 12
PanGu-7-7B 4096 32 29

a comprehensive comparison. C-Eval [112] is a comprehensive
Chinese evaluation benchmark to evaluate the knowledge and
reasoning abilities of LLMs, which includes multiple-choice
questions from 52 diverse disciplines across different difficulty
levels. CMMLU [113] is also a comprehensive Chinese evaluation
benchmark, which covers 67 topics including science, engineering,
and humanities. MMLU [114] proposes an English evaluation
benchmark for measuring LLM’s multitask accuracy by covering
57 tasks including mathematics, history, computer science, and
law. AGI-Eval [115] is a human-centric benchmark specifically
designed to evaluate the general abilities of foundation mod-
els in tasks pertinent to human cognition and problem-solving.
BoolQ [116] is a reading comprehension dataset to evaluate the
difficult entailment-like inference ability of LLMs. AX-b [117] is
a broad-coverage diagnostic task and PIQA [118] is a physical
interaction question-answering task. CSL [119] offers a Chinese
Scientific Literature dataset to evaluate the performance of mod-
els across scientific domain tasks. EPRSTM [120] is a binary
sentiment analysis dataset based on product reviews on an e-
commerce platform. [121] is a single-document summarization
task, and LCSTS [122] is a large corpus of Chinese short-text
summarization datasets.

5.1 Ablation Studies

To better understand the proposed Architecture, we conduct ex-
tensive experiments to investigate the impact of each component.
All the ablation experiments are conducted based on the 1B model
size.

TABLE 2: Ablation Study about series informed activation func-
tion.

Number of n | C-Eval | Inference Speed (ms)

1 35.0 7.56
2 36.9 7.76
3 37.0 8.02
4 37.0 8.35

Influence of series informed activation function. In the
above section, we propose the SIAF to enhance the performance
and enable global information exchange in feature maps. Table 2
shows the performance of the proposed SIAF using different
numbers of n. When n = 1, the activation function degenerates
into the plain activation function. We find that when n = 2, the
performance and the inference speed strike an optimal balance.
Therefore, we choose n = 2 for the following experiments.

Influence of augmented shortcuts. As mentioned above,
the augment module can greatly improve the performance. As
shown in Table 3, we trade off accuracy and speed by controlling
the width of the bottleneck middle layer. By transforming the
reduction rate, it is apparent that an increase in reduction rate
results in a decrease in calculation speed and accuracy. After
careful consideration, we determined a reduction rate of 32 to
achieve the optimal balance between speed and accuracy.
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TABLE 3: Influence of the width factor in augmented shortcuts.

Width factor of bottlenecks | C-Eval | Inference Speed (ms)

1 36.5 8.66
1/4 36.7 8.06
1/16 36.5 7.96
1/32 36.3 7.66
1/64 355 7.62

0 35.0 7.56

TABLE 4: Ablation Study of each component.

Method | C-Eval | Inference Speed (ms)
Vanilla Transformer 35.0 7.56
WideNet [123] 36.5 8.06
SIAF 36.9 7.76
AS 36.3 7.66
SIAF+AS 379 7.86

Architecture We finally ablate the effectiveness of each com-
ponent of the proposed method and report the language modeling
results in Table 4. We ablate the series informed activation function
(SIAF) and augmented shortcuts (AS) as described earlier. Fur-
thermore, we compared the proposed method with WideNet [123],
which is introduced to increase the nonlinearity of Transformer
architectures. It can be seen through experiments that each com-
ponent of the proposed method is effective for improving the
performance of the Transformer architecture, which surpasses that
of WideNet [123].

5.2 Feature Analysis and Visualization

We also analyze the latent representation across different layers
to demonstrate further the superiority of nonlinearity compensa-
tion introduced by the PanGu-7 architecture. We are interested
in the channel diversity of each architectural choice. Following
the analysis method from [124], we characterize the effective
dimensions of different decoder architectures. In particular, the
effective dimension d(e€) is defined as the minimum principal
component numbers that occupy the explained variance ratio of
€ in a principal component analysis (PCA). In principle, a more
powerful representation of individual tokens would result in a
larger effective dimension. In comparison, a smaller effective
dimension means the variance in token representation occurs
mainly in smaller dimensions. As shown in Fig. 4, here we report
each layer’s effective dimension d(0.8). Removing all augmented
shortcuts limits the effective dimension to the greatest extent,
and removing the series informed activation function significantly
reduced the effective dimension consistently on each Transformer
layer, indicating the significant role of these components in
channel-wise feature diversity [125].

Furthermore, to offer a finer-grained characterization of lin-
guistic features from different architectures, we also visualize the
representation of tokens with different semantics, using the test
set of Penn Tree Bank (PTB) [126] as a general domain corpus. In
particular, we adopt a layer-wise visualization method to illustrate
the concentration and diversity of features for each token and
how these characteristics change along the Transformer layers
Fig. 5. To assist the visualization, the top five frequent tokens
are highlighted with different colors. PCA is used to reduce all
feature maps to a 3D space, preventing nonlinear reduction as it
may cause disruption. Additionally, the total variance accounted
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Fig. 4: The effective dimension d(0.8) across layers of different
model architectures. A larger number of effective dimensions
means more principal components are needed to account for 80%
of variance, indicating more diversity in feature channels.

for by the first three principal components is labeled for each layer.
From Fig. 5, we can see that PanGu-7 architecture possesses the
most diverse and isotropic feature space [127], with each token’s
feature expanding to a high-dimensional cluster when moving
to deeper layers. In comparison, removing the series informed
activation function or the augmented shortcuts limit the feature on
low-dimensional manifolds (i.e., aggregating along one axis in the
middle panel), and the differentiation among tokens is also blurred,
indicating less discriminative power in language modeling.

var ratio r=0.097 var ratio r=0.087

“i %]

2

var ratio r=0.074

PanGu-n-7B N

var ratio r=0.283

-,

var ratio r=0.483

w/o SIAF

var ratio r=0.921

w/o AS [ B

o £

Layer 16 Layer 21 Layer 26

Fig. 5: Visualization of hidden states from each layer. The most
frequent five tokens are highlighted using different colors for
visualization. The total variance accounted for by the first three
principal components is labeled for each layer on the top. Note
that the beginning tokens are removed from the analysis because
they are considered outliers.

To verify the effectiveness of the language representation
enhanced by PanGu-7 architecture, we conduct case analyses
where the saliency of each token’s feature dimension is calculated
by deriving the absoluate value of the corresponding gradients
with respect to the prediction target. As shown in Figure 6,
the language model is required to echo the previous mentioned
name ‘“‘chester” as the next word. The PanGu-m model correctly
identifies the key message “chester” in the context reflected by
higher gradient values for most of the channels (Figure 6 (a)). In
comparison, without the augmented shortcuts and series activation
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(b) Vanilla Transformer

(a) PanGu-m

Fig. 6: Saliency analysis for next word prediction task. Color
brightness indicates the absoluate value of the corresponding
gradients with respect to the prediction target. The gradient values
are normalzied within each sample to ensure a fair comparison.
Important messages are framed in red.

function, the model tend to leverage more information from the
unmeaningful symbols after the key hints, leading to a wrong
prediction that directly ends the sentence (Figure 6 (b)).

5.3 Comparison with 7B Models

To showcase the competitive edge of PanGu-m, we conducted an
extensive analysis of the PanGu-7 model, comparing it against
other state-of-the-art models with a similar size. The comprehen-
sive results are detailed in Table 5. We segmented the comparative
datasets into four tasks: examination, knowledge, reasoning, and
understanding, to fully assess the capabilities of our model.
Notably, in the examination category, our model almost reached
the state-of-the-art (SOTA) benchmarks, surpassing LLaMA2,
Baichuan2, and InternLLM, and closely matching the current top
performer, Qwen. The trend of superior performance in reasoning
and understanding categories can also be observed, which is
attributed to the PanGu-7 model’s advanced nonlinear capability.
This allows it to fit more complex function spaces, giving it a
competitive advantage in these challenging SOTA benchmarks.

In the knowledge dataset, our model still lags behind in
performance when compared to the existing SOTA benchmarks.
This could be due to the lower concentration of knowledge in
our collected dataset and the presence of many unseen data points
in the BoolQ dataset. Nevertheless, our model achieved excellent
results, demonstrating strong generalization abilities.

Overall, our model exhibits consistently better average per-
formance indices compared to the current state-of-the-art models.
When measured against other open-sourced models of a 7B size,
PanGu-7 achieves significantly higher average performance. In
the future, we plan to train our model with better data, aiming to
enhance its performance metrics in the knowledge domain.

Moreover, we evaluated the latency (milliseconds per token)
of these models. As the compared models utilize a similar archi-
tecture to LLaMA, their latencies are comparable. Our findings
indicate that PanGu-m achieves a much faster inference speed
compared to the LLaMA architecture, further establishing its
superiority.

The PanGu-7 model can serve as a swift and effective foun-
dational model, leveraging strategies such as Supervised Fine-



TABLE 5: Comparison with SOTA open-source 7B models. The best model is listed in bold.

Models

Task Dataset LLaMA2-7B  Baichuan2-7B  InternLM-7B  Qwen-7B  PanGu-7-7B
C-Eval 32.50 56.90 53.21 63.40 59.86
Examination CMMLU 31.80 57.02 51.86 62.50 59.92
ato MMLU 46.80 5472 51.39 59.70 61.91
AGI-Eval 21.80 34.77 37.77 45.30 54.16
Knowledge BoolQ 74.90 63.21 64.10 76.10 64.77
Reasonin AX-b 53.50 51.72 42.57 57.00 57.52
; e PIQA 78.30 76.22 78.02 77.90 77.15
CSL 55.60 66.25 65.62 56.20 63.75
Understandin EPRSTMT 46.20 69.38 88.12 88.80 90.62
’ & XSum 19.70 20.89 8.12 1.30 19.58
LCSTS 9.10 15.57 18.19 12.00 16.62
Average 42.75 51.19 50.82 54.56 56.90
Latency on 910A (ms) 47.60 43.00

TABLE 6: Comparison with SOTA open-source 1B models. The best model is listed in bold.
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Models

Task Dataset Sheared-LLaMA-1.3B  Chinese-LLaMA2-1.3B  TinyLLaMA-1.1B  PanGu-7-1B
C-Eval 24.28 28.70 27.85 36.85
Examination CMMLU 25.10 24.78 24.64 35.90
MMLU 25.77 24.55 25.75 35.96
AGI-Eval 18.01 19.40 18.54 30.77
Knowledge BoolQ 62.39 56.79 56.06 58.44
Reasoni AX-b 43.57 47.46 45.47 43.48
casoning PIQA 72.91 56.91 70.62 61.92
CSL 51.88 55.60 53.12 55.62
Understandi EPRSTMT 46.25 72.50 46.25 55.62
faerstanding - xsum 16.44 8.90 20.15 15.92
LCSTS 15.37 13.16 13.97 14.61
Average 36.54 37.16 36.58 40.46

Tuning (SFT), Al Agent, or retrieval augmentation to become a
competitive Al solution. It has the potential to harness the power
of LLMs in edge devices like smartphones, offering a compelling
choice for various applications.

5.4 Comparison with 1B Models

For comparison, we have meticulously selected three SOTA mod-
els of similar size, all based on the LLaMA architecture. These
include Chinese-LLaMA2-1.3B [128], TinyLlama-1.1B [129], and
Sheared-LLaMA-1.3B [130]. Notably, Sheared-LL.aMA-1.3B was
initially pruned from a larger LLaMA2-7B model and subse-
quently trained with a condensed dataset of 50B tokens. Our
extensive experiments, as presented in Table 6, demonstrate that
PanGu-7-1B significantly surpasses existing LLMs of similar size,
and in some cases, even larger sizes.

Similar to our findings with the 7B model, our 1B model
demonstrates a remarkable superiority in the examination category
over existing models, affirming the efficacy of our modifications
even at the 1B scale. This outcome is a testament to our model’s
enhanced nonlinear capabilities, enabling it to fit more complex
function spaces. In the realms of reasoning and understanding,
we observe similar trends, further validating our model’s robust
performance.

However, as with our larger model, the knowledge density in
our collected dataset for training the 1B model was relatively low.

Consequently, in datasets like BoolQ, which contain data points
previously unseen by our model, we acknowledge a noticeable
gap in performance when compared to current state-of-the-art
benchmarks. This indicates room for improvement in our model’s
ability to handle unfamiliar data, a challenge we aim to address in
future iterations.

Furthermore, when assessing latency, a critical factor in real-
world applications, PanGu-7-1B shows a marked advantage. It
records lower latency times of 13.8 ms on the 910A, compared
to its deeper counterpart, LLaMA2-1B, which clocks 15.4 ms
on the 910A, despite having a roughly equivalent number of
parameters. This not only underscores the efficiency of PanGu-
m-1B but also highlights its suitability for deployment in time-
sensitive applications.

6 YUNSHAN: DOMAIN SPECIALIZED MODEL FOR
FINANCE AND LEGAL FIELDS

In the current landscape of LLMs, there is a growing trend to-
wards using domain-specific models for specialized applications,
which differ from the capabilities of general-purpose large models.
These domain-specific models are developed with a deeper level
of expertise, and are particularly adept at addressing tasks in
specific fields. For instance, in the finance industry, LLMs are
used to provide in-depth analysis of financial documents and offer
interactive information services for market insights and queries.



TABLE 7: The vocab size and text compression rate of YunShan’s
tokenizer compared with other tokenizers of LLaMA2, InternLM,
Baichuan2 and PanGu-r.

Tokenizer | Vocab Size | Compression Rate

LLaMA2 32,000 1.479
InternLM 103,168 0.657
Baichuan2 125,696 0.605

PanGu 100,883 0.649
YunShan 110,428 0.606

Similarly, in the legal field, LLMs are used to facilitate expedited
case research and information retrieval. Exemplary models such
as Xuanyuan [83], FinGPT [79] and FinMA [81] in financial
services, and Lawyer LLaMA [93] and LawGPT [96] for legal
application. This progression not only exemplifies the robust
development within the sphere of domain-specific LLMs but also
signals the future role these technologies are poised to play in
furthering innovation and growth across various domains.

6.1 Datasets

To enhance the model’s ability to solve domain-specific tasks, the
model is continually pretrained and instruction finetuned on the
domain datasets. We collect a variety of domain datasets both in
the financial domain and the legal domain. When we construct the
datasets, we consider the professionalism, diversity, data size and
accessibility of the sources. We process and clean the collected
datasets to construct high-quality domain corpora.

Financial Domain Our financial pretraining data consists of com-
pany announcements, financial news, articles, and examinations.
Some of the data is from FinCorpus!, which is a high-quality
Chinese financial dataset. The rest of the data is crawled through
TuShare?, which is a Python package that provides free access to
Chinese financial data from various sources. After cleaning, the
total size of the data is 36.5B tokens.

Legal Domain Our legal pretraining data comprises legal regula-
tions, legal case texts, academic papers, and legal examinations.
We use Pile of Law [131] and LeXFiles [132] to construct some of
the data, and selectively collect data from two legal-related public
platforms®#. After cleaning, the legal pretraining data contains
111.7B tokens.

Instruction-following Data For supervised fine-tuning, we collect
995k domain instruction-following data. The data consists of JEC-
QA [133] and the instructions open sourced by ChatLaw [98],
Lawyer LLaMA [93], LawGPT [96], and FinCorpusl, covering
Judicial Examination examples, legal consultations, and financial
examination examples.

6.2 Tokenizer

Corpora from financial and legal fields often contain specialized
words that are not included in the general domain vocabulary.
During tokenization, these unknown words are deconstructed into
sub-words or even UTF-8 bytes, which reduces model training
efficiency. To alleviate the inefficiency, we expanded the original
vocabulary size from 100883 to 110428 by adding a specialized

1. https://huggingtace.co/datasets/Duxiaoman-DI/FinCorpus
2. https://tushare.pro/

3. https://pkulaw.com/

4. https://wenshu.court.gov.cn/
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financial-legal word list. We used byte-pair encoding (BPE) [134]
from Tokenizer> to train our tokenizer. The specialized vocabulary
is trained from a subset of the financial and legal corpora and
then merged into the original vocabulary. Table 7 shows the
compression rate we calculate on the JEC-QA dataset [135], a
legal domain QA dataset. Our new tokenizer has a much lower
compression ratio than the original one and ties for the best with
Baichuan 2 while having a smaller vocabulary.

6.3 Training Process

Further Pretraining To transfer financial and legal knowledge
to the PanGu-m model, we further pre-train it with a specialized
vertical corpus. To alleviate catastrophic forgetting of formerly
learned knowledge, we partially introduce the during the pre-
training process. Specifically, we resample a portion of the pre-
vious high-quality data and mix it with the vertical domain data at
al: 1 ratio.

Instruction Tuning During the instruction tuning phase, we
utilize supervised fine-tuning samples of both general-purpose
tasks and domain-specific tasks. We shuffle and combine them into
one supervised dataset and execute the instruction tuning process
in one stage. On the basis of the YunShan-base model, which
has already acquired general and specialized knowledge during
previous phase, this approach aims to simultaneously teach the
model how to follow human instructions in different domains.

6.4 Benchmarks

The proposed YunShan model is evaluated across the two spe-
cialized law and finance domains. This approach aims to com-
prehensively assess YunShan model’s capabilities in knowledge
retention, comprehension, and application within domain-specific
tasks, covering Chinese and English languages.

6.4.1 Financial Domain

For the financial domain, we use two distinct datasets: Finan-
celQ [136] and FinEval [137], each serving a unique purpose in
our evaluation framework.

FinancelQ is a Chinese evaluation dataset focused on the finan-
cial domain, designed to assess the knowledge and reasoning
capabilities of LLMs in financial scenarios. It spans 10 broad
financial categories and 36 subcategories, offering a total of 7,173
multiple-choice questions. This dataset is tailored to evaluate
a wide range of financial knowledge, from basic concepts to
complex problem-solving in areas such as accounting, banking,
and financial analysis.

FinEval is an expansive benchmark tailored for measuring the
adeptness of LLMs in the finance domain. Encompassing 4,661
multiple-choice questions, it spans 34 academic subjects across
the finance, economics, accounting, and professional certification
domains. This dataset is structured to facilitate a layered evaluation
through diverse assessment methods, including zero-shot, few-
shot, answer-only, and chain-of-thought prompts.

6.4.2 Legal Domain

LawBench [138]: For the legal domain, we implement the test
over LawBench dataset. LawBench is a sophisticated benchmark
designed to evaluate the legal knowledge capabilities of LLMs
within the Chinese civil-law system. This benchmark tests LLMs

5. https://github.com/huggingface/tokenizers



TABLE 8: The experimental results of general-domain and domain specialized LLMs on financial FinancelQ [83] benchmark.
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Model CPA BQ SPQ CFPQ 1PQ Economist  Tax Accountant FQ Financial Planner ~ Actuary AVG
LLaMA2-7B 2838  26.53  26.11 2454 2644 25.77 28.41 26.10 25.00 25.41 26.27
InternLM-7B 31.81 43,57  34.69 40.02  36.49 42.50 43.19 37.29 32.95 31.56 37.41
Baichuan2-7B 3425 49.04 40.14 4232  41.52 52.69 41.11 41.02 30.68 35.86 40.86

Qwen-7B 3036 3738 3597 37.61  33.19 43.65 38.11 38.31 27.27 27.66 34.95
FinGPT-7B 2532 2588  24.40 24.89 2557 25.58 27.48 20.68 22.73 29.51 25.20
FinMA-7B 2494  29.66  33.25 2993 3534 3231 26.56 26.78 22.73 25.00 28.65
LawGPT-7B 2647 2492 2398 24.77 2514 24.62 27.02 27.46 20.45 26.43 25.13
HanFei-7B 27.00 34.08 3393 3452 37.36 37.88 32.79 30.51 22.73 30.33 32.11

YunShan (Ours) 52.78  63.42 5289 57.57 5230 72.50 52.66 55.93 34.09 51.43 54.56

TABLE 9: The experimental results of general-domain and domain
specialized LLLMs on the financial FinEval [137] benchmark.

Model Accounting  Certificate ~ Economy  Finance AVG
LLaMA2-7B 37.56 34.13 3430 28.85 33.71
InternLM-7B 49.51 52.99 42.03 53.11 50.13
Baichuan2-7B 53.11 56.89 50.24 59.67 55.43

Qwen-7B 62.30 61.38 56.04 61.00 60.56
FinGPT-7B 29.18 25.45 30.90 25.90 27.54
FinMA-7B 35.08 32.34 34.78 3541 34.32
LawGPT-7B 25.25 31.74 28.50 27.54 28.32
HanFei-7B 29.84 29.64 27.54 31.48 29.80

YunShan (Ours) 65.57 69.46 51.21 55.08 61.34

across three cognitive levels: Memorization, Understanding, and
Applying. It includes 20 tasks across five types: single-label
classification, multi-label classification, regression, extraction, and
generation. With over 500 cases, LawBench employs metrics
including accuracy, F1, and ROUGE-L to ensure a comprehensive
assessment of LLMs in diverse legal applications.

Through this diverse and challenging array of datasets, our
model is subjected to an extensive evaluation, covering a range of
tasks and scenarios in law and finance. This setup not only tests
the model’s domain-specific expertise but also its adaptability and
versatility across different language settings.

6.5 Comparison with other domain-specific models

For financial task, FinGPT [79] and FinMA [81] are adopted.
Specifically, FinGPT v3.2, which uses LLaMA2-7B as a base
model, and FinMA v0.1 NLP 7B version are adopted for a fair
comparison. For legal tasks, we conduct experiments compared
with Hanfei [92] and LaWGPT [10]. Specifically, we chose the
Legal-Base-7B version for LaWGPT, which is trained based on
Chinese-LLaMA-7B [128].

6.5.1 Results on the Financial Benchmark

Results on FinancelQ. In Table 8, we first compare the gen-
eral domain and domain- specialized LLMs on the FinancelQ
benchmark. These models were assessed across multiple finan-
cial professional sub-domains, including Certified Public Ac-
countant (CPA), Banking Qualification (BQ), Stock Portfolio
Query (SPQ), Certified Financial Planner Qualification (CFPQ),
Investment Portfolio Query (IPQ), Economist, Tax Accountant,
Finance Qualification (FQ), Financial Planner, and Actuary. The
”AVG” column represents the average score across all these sub-
domains. The YunShan model demonstrated exceptional perfor-
mance across nearly all sub-domains, particularly excelling in
the Economist, Banking Qualification, and Certified Financial
Planner Qualification categories, with scores of 72.50, 63.42, and

57.57, respectively. These scores significantly surpassed those
of other models, highlighting its efficiency in handling finance-
related tasks. Its average score of 54.56 was markedly higher
than its counterparts, indicating its broad adaptability and profi-
ciency in the financial domain. While models like Baichuan2-7B
showed good performance in certain sub-domains such as Banking
Qualification, Investment Portfolio Query, and Certified Financial
Planner Qualification, they fell short in others. This suggests that
while they are adaptable to specific financial sub-domains, they
do not match the overall proficiency of the YunShan model.
Conversely, other models such as FinGPT-7B and FinMA-7B
exhibited generally weaker performance across all sub-domains,
with average scores not exceeding 35. This may indicate a lesser
degree of specialization in handling financial domain knowledge
compared to other models. Overall, the exceptional performance
of the YunShan model in this financial domain-specific evaluation
reflects its outstanding ability in understanding and processing
financial professional knowledge and showcases its potential as
an LLM for the financial industry.

Results on FinEval. We also conducted an experiment on the
FinEval benchmark in Table 9. The significant advantages of the
YunShan model still exist for the FinEval benchmark. As shown in
Table 9, models were assessed across four different sub-domains:
Accounting, Certificate, Economy, and Finance, with the "AVG”
column indicating the average score across all sub-domains.
Specifically, we computed the average score by AVG = (305 x
Accounting + 334 x Certificate + 207 x Economy + 305 x
Finance)/1151 according to the FinEval [137]. It’s noteworthy
that the YunShan model excelled in Certificate and Accounting,
scoring 69.46 and 65.57 respectively, significantly outperform-
ing other models. Its leading average score of 61.34 highlights
its proficiency in handling finance-related tasks. Comparatively,
Qwen-7B and Baichuan2-7B demonstrated robust performance,
especially in the Finance sub-domain, with scores of 61.00 and
59.67 respectively. Their overall average scores, 60.56 and 55.43,
indicate their strong adaptability to the financial sector. In contrast,
models like FinGPT-7B, FinMA-7B, LawGPT-7B, and HanFei-7B
showed relatively weaker performances across all sub-domains,
with average scores below 35. This suggests that these models
may be less specialized or inadequately trained for tasks specific
to the financial domain. Overall, the YunShan model stands out as
the most suitable model for financial domain tasks.

6.5.2 Results on Legal Benchmark

Table 10 shows the overall zero-shot results of each model in
the legal field on the different categories of LawBench [139], for
three key aspects: Memorization, Understanding, and Applying.
The average score is computed by AVG = (2 x Memorization+



TABLE 10: The experimental results of general-domain and do-
main specialized LLMs on the legal benchmark.

Model Memorization ~ Understanding ~ Applying AVG
LLaMA2-7B 1.52 9.09 16.19 11.16
InternLM-7B 3.10 8.29 29.76 16.36
Baichuan2-7B 2.78 8.13 19.79 12.26

Qwen-7B 0.82 17.43 31.54 21.41
FinGPT-7B 0.00 0.28 0.00 0.11
FinMA-7B 0.88 6.43 14.10 8.94
LawGPT-7B 1.69 3.41 19.64 9.73
HanFei-7B 13.71 6.91 2522 14.92
YunShan (Ours) 44.11 19.72 43.70 31.75

10 x Understanding + 8 x Applying)/20. Notably, the YunShan
model yet again outperforms with its impressive scores, with the
highest average score being 31.75. This performance indicates
a superior capability in recalling legal information but also in
understanding and applying it effectively, a crucial factor in legal
contexts. Other models like Qwen-7B also demonstrate strong
performances, with average scores of 21.35 and 21.41, respec-
tively. In contrast, models such as FinGPT-7B exhibit significantly
lower scores across all dimensions, leading to an overall average
score of 0.11. Other models like InternLM-7B, Baichuan2-7B,
and HanFei-7B demonstrate varied performances, with HanFei-7B
scoring high in Memorization (13.71) but lower in Understanding
(6.91), reflecting a potential imbalance in its skillset. Overall, the
YunShan model demonstrates exceptional capability in the legal
domain, outperforming others across all tested skills. This suggests
that the YunShan model is adept at recalling legal information
and excels in comprehending and applying it, making it a highly
effective tool for legal applications.

7 CONCLUSIONS AND DISCUSSIONS

In this paper, we introduced PanGu-7, an innovative LLM archi-
tecture designed to mitigate the feature collapse issue in Trans-
former models by integrating nonlinearity. Our initial step in-
volved a detailed examination of contemporary LLM architectures
where we pinpointed the feature collapse challenge. Our theoret-
ical analysis led us to propose the integration of nonlinearity, a
principle predominantly used in convolutional neural networks for
image processing, as a critical component for enhancing language
models. To implement this, we augmented the FFN with a series
informed activation function, thereby enhancing its nonlinearity.
Additionally, we introduced an augmented shortcut to the MSA
module, effectively reducing feature collapse. Theoretical eval-
uations revealed that these enhancements significantly boost the
approximation capabilities of both the FFN and MSA modules.
Leveraging these enhancements, we developed various sizes of
PanGu-7, notably PanGu-7-7B and PanGu-7-1B. These models
underwent extensive training and SFT, showcasing strong NLP
capabilities. The PanGu-7, foundation models achieved state-of-
the-art (SOTA) results in various downstream tasks, matching or
surpassing similar-sized models. PanGu-7 displayed exceptional
adaptability, delivering SOTA performances in the specialized
domains of finance and law.
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APPENDIX

Proof of Lemma 1

Proof. Writte WW T = PDP' for the eigin-decomposition of
WWT, where P = [p1,p2,...,pa| is the standard orthogonal
and D = diag(dy,...,dq) with all dy > -+ > dg > 0 and
for nonzero eigenvalues d; = 522 > 0, where s; is the i-th largest
singular value of W.

HH'™ = QQQT for the -eigin-decomposition of
HHT, where Q = [q1,q2,...,qny] is the orthogonal and
Q = diag(wi,...,wy) with all w; > 0. And e =
N=Y2[1,1,...,1]T = N~1/21 ¢ RVN*1,

(1) The formula proves as follows:

dp,,(HW)? = ||(I — ee ) HW [},
=tr{(I —ee" ) HWW H'(I —ee')}
=tr{WW' 'H"(I —ee")H}
=tr{PDP "H"(I —ee')H}
=tr{DP"H"(I —ee")HP}
= tr{DPTHT(I —ee' )HP}
= Z:dlp—rHT —ee' )Hp;
i=1
N
< 232 JH'(I —ee")Hp;
i=1
= s*dm, (H)?.
Since matrix H'(I — ee')H is positive semidefinite,
p, H' (I —ee")Hp; > 0.
It follows that daq,, (HW') < sdaq, (H).
Note that daq,(H) = ||[H — 1z, ||, where z[. =

arg ming, |H — 1z ||r. And ||o(H;)
Hs||r

(2) The formula proves as follows:

—o(Ha)|r < L||H,—

lo(H) — 127 il 7
< |lo(H) — 10(@min) ' [|7
= |lo(H) - a(lwmm)l\F

= - min ‘ | F

(3) The formula proves as follows:

alde(H) +a2de(B)

T
= 041||H* ]‘mmln ||F +042||B - ]‘mmln ||F

B
min ||F

> |lonH + aaB — 1(a1:cmm + asx
T
> |l H + asB — l(wal.H‘i'azB) IF3

min

= de(()élH + CEQB)

For the last inequality, we refer to [100]. O

Proof of Theorem 1
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Proof.

W) < VAdp,, (ZW)
<\/>SdM Zl)

m

dm,, (AZW

Proof of Lemma 2
Proof.

d ., (Concat([HpJjL,))°
=[I(I — ee™)Concat([Hx]iZy )|l
=tr{(I — ee")Concat([Hy]_,)Concat([H,]_ )"}
=tr{Concat([Hp)}_,)Concat([Hy]i_,) "}

— tr{Concat([e " H,]/_,)Concat([ee” H,]L )T}

Mm

—ee )H,H,}

E
Z Hh )

Proof of Theorem 2
Proof.
MSA(Z;) = Concat([A;, Z WS L YWp,

A, (Zi41) = dp, (Concat([Ay ZIW} ] )WP)
< vydpm, (Concat([Ai, ZIW L))

H
< v1\J > dp, (A ZIW)?
h=1

H
S \/XS’Ul Zde(Zl)z
h=1

= VAHsvida, (Z)
< (VXHsv)) ™ d g, (2).

Proof of Theorem 3
Proof.

MLP(Z)) = o(Z{W} )W}, L€ 1

dam,(MLP(Z)))) = dp,(0(Z W], )W)
< vadpm, (0(Z; W)
< Lusdun, (ZIW])
< Lsvadm,(Z])
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dp, (Z)) < (Lsva)dp, (Z)_,) dr, (MSA(Zy + €) — MSA(Zy))
< (Lsva)'dam, (Z}). = vidm, (Concat([(Aen(Zi + €) — AinZ)Wiplily))
O </ AagsHsvil€e|lr + VAsHsvida,(Z),
Proof of Theorem 4 -
Proof. Proof of Lemma 4
T Proof.
AugMSA(Z)) = MSA(Z)) + Z, + ; Tii(Z1; ©4), (L2 + Oy — LZiOw)

= de (LE@H)

— LI — e )e®ylx

= L]je®y; — 12°®% i, |
dpm, (AugMSA(Z)) < L||e®yl|r

T
< L||®y .
= dm,(MSA(Z) + Zi + Y Tii(Z1;©1)) < Ll®ui-llells

i=1 O
T
< dp, (MSA(Z)) + du, (Z) +de(Z Tii(Z1;0y)) Proof of Theorem 5
i=1 Proof.
T
< dp,(MSA(2)) + da,(Z0) + D dpn, (0(Z1©y;)) dm.(Ti(Z1 + € Ou) — Tii(Z1; ©y;))
Ti:l =dm, (J((Zl + 6)@“) — U(Zl@li))
_ T N .
< (VAHsv1 + 1)dp,(2}) + LS dpi,(Zi©y;) = NI = e )o((Z +€)Ou) —o(Zi8u))l»
= < | —ee []2/[(c((Z; + €)®u) — 0(Z:1Oy)| »
d = (0((Z1 + €)Ou) — 7(Z:Ou) | r
< (VAHsvy + 1+ Y L|Oyll2)da, (Z). < L||e®u|r.

i=1

< L||®uill2[le]| -

Considering that H heads exist inthe MSA module, the diver-
When ee ' (0(Z; + €) — 0(Z))) # 0,

sity daq(Z)+1) becomes:

r z I(I - ee")(o((Z1 + €)Ou) — o(Z1On))|
A (Z1) < (VAHsv1 + 14 ) L]|©yil|2) da, (Zo). < l0((Zi + €)Oy) — o(Z1Oy)|| .
i=1
O
OJ
Proof of Lemma 3 Proof of Theorem 6
Proof. When H =1, Proof.
damy (AugMSA(Z; + €) — AugMSA(Z;))
MSA(Z)) = AZZWW, = dp, (MSA(Z) + €) — MSA(Z))) + dan, (Z1 + €) — Z1)
T
+ > damy (0((Z1 + €)O1;) — 0(Z2,01))
i=1
T

dm,(MSA(Z; + €) — MSA(Z)) < (4 \rarsHso)lellr + 3 Lle®uillr + v/As Hsvida, (Z1)

= (I —ee")(A+6)(Zi +e) - AZ)(WW?)||r 2

=||(I - eeT)((A +38)e+6Z)(WWP)||r < (L4 AagsHsvr + LY |1Ou2)llellr + VAs Hsvida, (Z:)

=1
< o, (AW W) + s, (2 W) .
< \/Aarssvillellr + VAssuida,(Z), Proof of Theorem 7
Proof.

SIAF — MLP(Z]) = (3 0:(ZiWi, ))Wi,,, L€ [1,2,-++, L.
MSA(Z;) = Concat([Ay, ZWE L YW, =1 (11)



de(SIAF — MLP(Z{))
(I — eeT)(Z Ui(Zz/W/l/u>)mlzi Ir

=1

n ;T
V4
<M loi(ZW], ) — o1zl W, )| p

i=1

< (Z L;)svadpm, (Zl/)v
i=1

dpm,(Z]) < (sv2 Y Li)dm, (2] ) (12)

i=1

< (sv2 Y Li)'dam,(Z5)
=1
O

13)

Proof of Theorem 8

Proof.

de,(Zerq)
= d,(MLPY(Z,))

< (Lsv2)?dp, ((MSA(Z)))
< (VAH sv1)P(Lsvs)id g, (Zo).
O

Proof of Theorem 9

Proof.

dm, (ZP-‘rq)
dm, (SIAF — MLPq(Zp+q))

< (svg Y Li)dpm, (AugMSAP(Z,))

=1

T n
< (VAHsvy +1+ Z L||Oy;|2)P (sv2 Z L)%, (Zo).
i=1 i=1

O
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Examples generated by PanGu-7-1B

Input: Describe a time when you had to make a difficult decision.

PanGu-7-1B: As an Al assistant, I have to make decisions every day, and sometimes it can be difficult to
make a decision. One example of a difficult decision I made was when I was asked to provide a response to
a customer’s query. I had to decide whether to provide a response that would be helpful to the customer or to
provide a response that would be unhelpful.

Input: Based on the given article, choose the right option for the question.

Article: We have two new students in our class. They are Cindy and Kate. They look the same. But they aren’t
twins. Cindy is American. She is thirteen. Her father and mother are both teachers. She likes green and blue.
She is often in blue pants. She often plays the guitar after school. She is good at math and English. She says
math is her favorite because it is interesting. Kate is English. She is twelve. Her parents are not teachers. Her
father is a doctor and her mother is a worker. Kate likes yellow and orange. She can’t play the guitar. But she
plays volleyball very well. Her favorite subject is Chinese. She say she wants to learn about Chinese history.
Kate likes documentaries very much.

Question: If you are ill, you can go to see ___.
Options: (A) Cindy’s father (B) Cindy’s mother (C) Kate’s father (D) Kate’s mother

Answer:

PanGu-7-1B: Based on the given article, the correct option for the question is: (C) Kate’s father.

Ml <RE S WA BEPE, FEAR RE. BHE. RTHE, FHEIL. "XRINRARNNER

=

A BShtt &L EEDS), SO BA R LE
B. B, EEESE LR
C.EXROHSERE, REERXRKE

D. EMEE, RAONEREEIFEN

BRI

PanGu-7-1B: C. BROHESEARE, REERKE.

Al MR, FRIESCE AN A NSRS iE BHR 5 [ & Rl -

iﬁ:W%E$(EﬁXﬁ—wwﬁlwﬂwH)%Eﬁﬁﬁﬁﬁmﬁ%ozﬁﬁ¥&%ﬁ,W%%
KT o BHRIRERE. R4 F (1535 ) |, CEFE =R FER7 T RBUOR (5 €
FERIRSFILARE, BEEHECRETE MEF§WL#QQ%& HtEHH L B O WIFRAL,
TRAFERALECE ORER. BH, WEIAREL H DM EMEFRUNCRER, TR2E
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= -

PanGu-m-1B: 1EFEHCEFRIR-LHE -
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.2 Examples generated by PanGu-7-7B

Q: Describe a time when you had to make a difficult decision.

PanGu-7-7B: As an Al model, I don’t have real-life experiences or the ability to make decisions, but I can
tell you about a scenario that would require a difficult decision. Imagine a situation where a person is facing
a moral dilemma. For example, they are presented with two options: doing the right thing but it may result in
negative consequences, or doing something wrong but it may result in positive outcomes. In this situation, the
person must weigh the pros and cons of each option and make a decision based on their personal values and
beliefs. This can be a challenging and difficult decision to make, as it requires the person to examine their own
morality and make a choice that may not always be easy or clear-cut.

Q: I'm going to be participating in a comedy roast. What are some hilariously spicy roasts I can use?
PanGu-7-7B: As an Al, I should not encourage or promote any kind of controversial or offensive content. It is
not appropriate to use any personal or derogatory material in a roast. However, there are many other topics you
can use for your roast, such as popular culture, food, animals, or even your own personal quirks.

w]: SHRE—NETE, 5 26 1%, 68 i, IoWEL PR, RELDHA?

PanGu-7-7B: {REXEHE x R, F y . WRIEEH, AT LBRHADTE:

L.x+y=26 OBfGREHLE261:%)

2.2x + 4y =68 (WGFI% S HH68 H )

AT LAEFVE TR X D TR . R — DT, BE2x +2y=52. BB HTEEES
— AR, B8 2x +4y-2x-2y=68-52, Bl 2y=16, y=8. ¥y FERAE—PHE, BF x+8
=26, x=18- FTLL, WH 18 X, ®E 8 K-

.3 Examples generated by YunShan

Input: Do you know what a lawyer’s letter is? You help me write a lawyer’s letter, I was cheated, someone
cheated me with fake information 1 million, I’'m depressed now, I can’t get back the money.

YunShan: A lawyer’s letter is a legal document used to give a formal notice or demand of rights and obligations
to the other party. Typically, attorney letters are used to resolve disputes or resolve potential litigation issues.
Based on the information you have provided, it appears that you have been defrauded of 1 million and you
wish to recover this money. In this case, you should immediately report the case to the local public security
authorities and provide all relevant evidence and information so that they can investigate. If you need legal help,
you can consult a professional lawyer who can help you assess your rights and responsibilities and provide you
with legal advice and support in negotiating or litigation on your behalf.




